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Abstract

Using '-convergence, we study the Cahn-Hilliard problem with inter-
face width parameter ¢>0 for phase transitions on manifolds with conical
singularities. We prove that minimizers of the corresponding energy func-
tional exist and converge, as ¢—0, to a function that takes only two values
with an interface along a hypersurface that has minimal area among those
satisfying a volume constraint. In a numerical example, we use continuation
and bifurcation methods to study families of critical points at small ¢>0 on
2D elliptical cones, parameterized by height and ellipticity of the base. Some
of these critical points are minimizers with interfaces crossing the cone tip.
On the other hand, we prove that interfaces which are minimizers of the
perimeter functional, corresponding to ¢ = 0, never pass through the cone
tip for general cones with angle less than 27t. Thus tip minimizers for finite
£>0 must become saddles as ¢ —0, and we numerically identify the associ-
ated bifurcation, finding a delicate interplay of ¢>0 and the cone parameters
in our example.
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1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS

1.1. The Cahn-Hilliard problem. In the Cahn-Hilliard gradient theory of phase
transitions we are interested in the minimizers, or more generally critical points,
of the energy functional

1
E.(u) = JM %IVulé + EW(u) dvolg, (1.1)
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where ¢ > 0is a parameter, (M, g) is a possibly incomplete Riemannian manifold
of dimension d, of finite volume voly(M), with boundary M, and we have used
the notation W for a double well potential, e.g. W(x) := 1(x* — 1) for x € R (this
can be replaced by any coercive C' function with exactly two minima), and the

normalization
| V2
0= J vVW(x)/2dx = 3
1

We minimize among real-valued u € H'(M) N L*(M), subject to Neumann
boundary conditions d,u=0 on the boundary 0M (with normal unit vector field
v) and under the mass constraint

1
(u) := W JMLLdVOIQ =m, (1.2)

where m € [-1,1] is a prescribed mass, often set to m = 0 below. Using the
Lagrange multiplier A we introduce the Lagrangian

L(u,A) =E.(u) + A(<u> — m). (1.3)

Then the first variations of L(u,A) with respect to u and A yield the Euler-
Lagrange equations as necessary first order minimization conditions,

(a) —e&Au+W' (u)—A=0inM, 03,u=0ondM,

(b) CI(U) - O, where q(u) = <u> —m, (14)

where A is the (negative) Laplace-Beltrami operator associated to (M, g). The
PDE (a) with A = 0 is also called Allen—-Cahn equation. The trivial (spatially
homogeneous) solution branch of (1.4) is u = m, with Lagrange multiplier A =
W'(m).

1.2. Relation to minimal hypersurfaces. The problem (1.1) is closely related to
constant mean curvature surfaces in M, i.e. surfaces which have minimal area
among those satisfying a volume constraint. The pure phases u = +1 minimize
the double well potential W and hence also the energy functional E, with the
mass constraint m = =+1, respectively. However, for |[m| # 1 these minimizers
do not fulfill the mass constraint (1.4b), and instead we expect regions of pure
phases u = 1 and u = —1 separated by transition regions or interfaces with
u € (—1,1). The term §|Vul; models an interface energy density, and for ¢ > 0
the minimizers u, are smooth. However, from the e-scaling together with the
scaling of the potential energy 1W(u) we expect the interfaces to be steep and
of width O(e). This suggests that suitable sequences of minimizers u. of E,
for ¢ — 0 converge to a function uy, which only takes values in the pure phases
u = +1, and such that the interface

Iy = o{up=—1} Cc M\oM (1.5)



(we take the boundary in M\0M, so that OM is not part of the interface) has
minimal (d—1)-dimensional volume among those satisfying the mass constraint
(1.4)(b)."

The above heuristics is proven in [Mobp87] for domains in Euclidean space,
with the following precise statement where henceforth we write

e length for the (d—1)-dimensional volume,
e grea for the d-dimensional volume.

Theorem 1.1. Let QO C R be a bounded domain with Lipschitz boundary. Let (u.) be
a sequence of minimizers of E, with ¢ — 0, subject to q(u.) = 0 with |m| < 1. Then
there exists a subsequence of (u.) that converges in L'(Q) to a function wy which only
takes values in £1, with the interface 1y as in (1.5) having minimal length |I,| among
those satisfying the mass constraint. Moreover, for that subsequence

lim E (u.) = [Lo.
e—0

Results of this type have been extended and refined, and have been trans-
ferred to Cahn-Hilliard problems on (smooth) Riemannian manifolds, includ-
ing min-max type results for critical points of E. (saddle—points), see, e.g.,
[GHPo3, Tonos, Paci2, GG18, BNAP22, HToo]. A standard setting for this is
I'—convergence, already discussed in [Mop87], see [RIN18, §13] for a textbook
presentation.

1.3. Main results: a) Convergence of minimizers. Our first main result is the
transfer of the convergence of minimizers results as in Theorem 1.1 to the case
of compact manifolds with boundary and conical singularities, using results
from geometric measure theory [Mor16, FEnD14]. These spaces, denoted M, with
regular part the Riemannian manifold (M, g), are defined in Appendix B, and we
show as a combination of Propositions 2.2, 2.3 and Theorem 2.5 the following.
As before, we fix a mass satisfying [m| < 1.

Theorem 1.2. Let M be a compact manifold with boundary and finitely many conical
singularities. Then the following holds

1. Minimizers u. of E. with q(u.) = 0 and satisfying Neumann boundary conditions
at OM exist for ¢ > 0 and are strong solutions to the Allen-Cahn equation (1.4).

2. E. T-converges to By as e — 0" with respect to the strong L'-topology, where Ey is
the perimeter functional, see (2.19) for the precise definition. In particular, if (u.)
is a sequence of such minimizers for ¢ — 0, and u, — uy in L'(M), then u, only
takes values in £1, the interface 1y as in (1.5) has minimal length |1o| among the
hypersurfaces satisfying the mass constraint, and

im E. (ue) = |Lol. (1.6)

vollu=1)_ T4m fo0 |1 < 1.

* The mass constraint amounts to lu=—1] — T-m
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Remark 1.3. a) The convergence of a subsequence 1. — uy in L'(M) can be
obtained under rather general conditions, see [MoD87, Proposition 3] for the
Euclidean case, namely if (a) (u(x)) is bounded in L*, or (b) under natural
growth conditions for W, for instance fulfilled by our prototype W. The proof
from [Mob87] transfers directly to manifolds as in Thm 1.2, and similar for a
proof of (a) from [GMS88] under different assumptions on W. Thus, in Theorem
1.2 we mainly assume u, — o in L' (M) for simplicity.

b) In the smooth case (1.6) is obtained in [GG18] also for sequences 1, which
have Morse index ind(u.) =1 for all ¢, i.e., saddle points of the energy.

1.4. Main results: b) Minimizers on conical surfaces. Our second main result
studies minimizers of E; on surfaces with boundary and conical singularities,
namely in Proposition 3.2 we prove the following. See Appendix B for the defi-
nition of the angle of a conical singularity.

Proposition 1.4. Let M be a surface with boundary and a conical singularity P of angle
o« < 27t. Then any curve of minimal length which divides M into two parts of prescribed
area ratio does not pass through P.

1.5. Main results: ¢) Numerical study of minimizers. Our third contribution
is a numerical study of critical points of E, on 2D cones, see Fig. 1 for a preview
of “typical” solutions on a “typical” cone at e=0.1. Here we restrict to m = 0.
Numerically, the problem is best considered by continuation and bifurcation: we
tirst fix ¢ > 0 and aim to obtain a selection of solutions u, at m = 0, by bifurcation
of nonhomogeneous solutions u, from the homogeneous branch u = m and
continuation to m = 0. Subsequently, we consider continuation in ¢ — 0, aiming
to identify the limiting interfaces I, and to check the formula (1.6).?

In addition to the parameters m and ¢, in our numerics we consider elliptic
cones of height h > 0 with short semi-axis 1 and long semi-axis a > 1. This
yields rather rich bifurcation diagrams and different types of interfaces as seen
in the numerical examples in Fig. 1.

1. Type T1 interfaces passing through the conical tip (‘tip-interfaces’):

We find that for any ¢ > 0 and h > O there is a (large) ap > 1 such that
for all a > ay the minimizer of E. shows an interface going through the tip
of the cone along the short semi-axis, i.e., of length 2v/1 + h?. For instance
Fig. 1(a), at fixed ¢ = 0.1, shows such a tip—interface u, with ind(u,) =1,
i.e., a saddle point for E, (since a = 1.05 is small here).

2. Type Tz interfaces winding around the conical tip:

Fig. 1 (b) shows a local (and global) minimizer of type T2.

2 A similar numerical analysis is performed e.g. in [UEc21, §6.9 and §10.1] over 2D and 3D flat
and curved (non-singular) manifolds, also including the case of finite Morse index saddle points,
for which we numerically obtain the same convergence as for mininizers as in Theorem 1.1, see
also Remark 1.3(b).



(a) Tz (b) T2 () T3
(¢,h,a,E)=(0.1,2,1.05,4.15) (¢,h,a,E)=(0.1,2,1.05,3.78) (¢,h,a,E)=(0.1,2,1.05,4.49)

Figure 1: Three basic types T1, T2 and T3 of interfaces on a cone of height h = 2,
ellipticity a = 1.05 (almost circular); ¢ = 0.1, energy E = E; as given, approximating
the interface length. The tip interface T1 is a saddle point here (but for fixed small ¢ > 0
becomes a global minimizer on a sufficiently elliptic cone); T2 (winding) is the global
minimizer, and T3 (roughly horizontal) is a local minimizer; see §4 for details.

3. Type T3 interfaces running horizontally around the tip:

Fig. 1 (c) shows another saddle point of type T3 with a roughly “horizon-
tal” interface, and we expect T3 solutions to become minimizers at large h
(for small ¢ > 0, and also in the limit ¢ — 0).

In §4 we present the numerical computations partly previewed in Fig.1. Nat-
urally, the limit e =0 is of particular interest for sequences of tip—interfaces, while
for (sequences of) interfaces which avoid the tip as in Fig. 1(b,c) we are essen-
tially back to the non-singular case.

The angles of our elliptic cones are always less than 27, so tip—interfaces are
never minimizers at ¢ = 0 by Proposition 1.4. Therefore, in the numerical contin-
uation in ¢ — 0 for T1 interfaces which are minimizers at some starting ¢y > 0
we find an 0 < &1 < ¢ such that at ¢; a branch of minimizing T2 interfaces bifur-
cates from the T1 branch. Nevertheless, the sequence of tip—interfaces, unstable
at sufficently small ¢ > 0, converges for ¢ — 0 to the expected limit (tip) inter-
face and (1.6) holds, i.e., we believe that Remark 1.3(b) also holds in our case of
manifolds with conical singularities. We can phrase it as a conjecture.

Conjecture 1.5. (1.6) also holds for sequences of saddle points of energy, converging to
an interface 1o, passing possibly through the conical singularity.

Additionally, our numerics suggest that for the limit ¢ — 0 the main influence
of the tip is that for tip—interfaces the convergence in (1.6) is slower than for
interfaces which avoid the tip. Correspondingly, level-lines such as u, = %]
at small finite ¢ > 0 keep a larger distance from the interface 1, = 0 near the
tip than in smooth parts of the cones. Moreover, this effect becomes stronger
for more pointed cones, i.e., can be seen as a measure of the strength of the
singularity.

1.6. Some related problems. By Cahn-Hilliard problem we denote the elliptic
equation (1.4a) together with the mass constraint (1.4b). The dynamic Cahn-



Hilliard equation (in Euclidean space) is the mass conserving flow
dru =V - [V8,E (u)] = —Ale?Au — W'(u)], (1.7)

also called H™' gradient flow, where §, denotes the variational derivative. For
zero-flux boundary conditions, i.e., 0,u = 9,Au = 0 on 0Q), this conserves the
mass [, udx, and steady states of (1.7) fulfill e2Au— W'(u) = A for some A € R
and hence are solutions of (1.4).

See [ELL89] for basic results on existence of solutions of (1.7) (in 2D flat
domains), their numerical approximation, and their basic dynamical behavior,
which can roughly be characterized as follows: Starting from essentially random
initial data (with mass 0), the solution rapidly evolves to a fine grained struc-
ture with complex interfaces between the phases u = £1, also aptly called “fat
spaghettis”. After this initial phase, a slow coarsening process sets in, during
which interfaces move and disappear (regions of pure phases u ~ 1 or u ~ —1
coming together), on longer and longer time scales. See also [Mir19, DF20] for
comprehensive reviews of other Cahn-Hilliard type equations used to describe
diffusive interfaces in a variety of settings and applications, and of their analyt-
ical and numerical treatment.

The parabolic Allen-Cahn equation is given by

ou — e2Au+ W' (u) =0,

again with Neumann boundary conditions at 9M. For small ¢, the level sets of u
concentrate around an interface that evolves in time under a generalized mean
curvature flow [ESSg2]. However, the mass is in general not conserved. This
holds for d,u — e2Au + (W/(uw) — (W'(u))) = 0, for which solutions converge to
a volume preserving mean curvature flow [CHL1o0]. It should be interesting to
transfer such results to the case of manifolds with conical singularities too. See
[RS13, VER16] for well-posedness results for the Allen—-Cahn and Cahn-Hilliard
equations on singular manifolds.

1.7. Structure of the paper. In §2 we prove Theorem 1.2; in §3 we study length-
minimizing area halving—curves on surfaces with conical singularities and prove
Proposition 1.4; in §4 we perform numerical bifurcation analysis on cones at
finite ¢ > 0, and then let ¢ — 0. In Appendix A we collect some auxiliary
analytical results needed for the proof of Thm 1.2, and in Appendix B we collect
some basic facts on conical singularities.

Acknowledgments: The authors thank Marco Guaraco for valuable comments.

2. CONVERGENCE OF MINIMIZERS ON SINGULAR SPACES

Throughout, let M be a compact manifold with boundary and finitely many
conical singularities, and denote by M its regular part, with Riemannian metric
g, see Definition B.1.



2.1. Existence and regularity of solutions. The results of this subsection in fact
hold for general incomplete Riemannian manifolds (M, g) of finite volume. This
goes well beyond compact manifolds with boundary and conical singularities.
Note that, when we talk about manifolds with boundary here then the letter M
denotes the interior, not including the boundary.

However, all the other subsections require the singularities to be conical and
the space to be compact.

2.1.1. Self-adjoint extensions of the Laplacian. Consider the gradient V on (M, g),
mapping smooth functions C3°(M) to smooth sections of the tangent bundle
CP (M, TM). We write A = —V'V for the (negative) Laplace Beltrami operator.
If M is a closed compact manifold, then the usual Sobolev spaces

H' (M) :={u € I’(M) : Vu € L*(TM)},
H*(M) :={u € H'(M) : V2u € L}(A’TM)},

define unique closed, and in the latter case unique self-adjoint, extensions of V
and A, respectively. If (M, g) is non-compact, the extensions may not longer
be unique and we shall now employ the formalism of minimal and maximal
extensions, as in the seminal work by Briining-Lesch [BLg2].

The maximal and minimal closed (with respect to the graph norm) extensions
Vmaxy Vmin are defined by the respective domains

D(Vimax) = {u € (M) : Vu € L*(TM)} = H' (M),
ﬂ(vmin) = {LL € ﬂ(vmax) : H{un}n - CSO(M) : (2.1)
Uy —25 u, Vi, — Vuin 12,
The two extensions define ideal boundary conditions in the sense of Cheeger
[CHE83] and Briining-Lesch [BLg2] and yield self adjoint extensions of the
Laplace Beltrami operator on (M, g)
AD = _v:ninvmim Q(AD) = D( I*ninvmin)>

) (2.2)
AN = _v;knaxvmax) D(AN) = ®(Vmaxvma’()°

The two extensions define the well-known Dirichlet and Neumann boundary
conditions in case M is the interior of a compact Riemannian manifold with
boundary, M = M U 0M. We shall be precise: the trace theorem asserts that

the obvious restriction, mapping any u € C*(M) to ufpm € C*°(0M) admits a
continuous extension

tr: D(Vinax) = L (dM), (2.3)

where continuity holds with respect to the graph norm on D(Vyn.x) and the L2
space on the right is defined with respect to the restriction of g to 0M. Similarly,
if 0y is the unit normal inward vector field on M, extended smoothly to the
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interior, then u — 0,u | 0M admits a continuous extension
tro 9y : D(Vimax) — H 2 (OM). (2.4)
By continuity of the trace we observe
D(Vimin) € {1 € D(Vimay) = H'(M) : tru = 0} = Hy(M). (2.5)

The following result is observed in [BL92, §4]. If M is non-compact, e.g. it has

‘interior singularities’, and if ¢ € C*°(M) is compactly supported, i.e. supported
away from the singularities in the interior, then

dD(Ap) = p{u € H* (M) : tru = 0},

dD(AN) = d{u € HA(M) : tro 3, u = 0}. (2.6)

This motivates the choice of the subscripts D and N that stand for Dirichlet and
Neumann boundary conditions.

Remark 2.1. See Appendix B for further comments on D(Ap) and D(Ay) in the

conical case.

2.1.2. Existence of minimizers. We begin with the existence of minimizers. For
coercive functionals on R¢, this is a classical result, see e.g. [Evag8, Chapter
8]. The proof presented here holds on any finite volume Riemannian manifold,
possibly incomplete, including those with conical singularities.

Proposition 2.2. Consider the function spaces

Ap :={u € D(Vmin) NLH M) : (1) =m},

2.
A = {1 € D(Vina) N LHM) : (w) = ml. 7)
Then for any fixed € > O there exist minimizers uy, € Ap and uy, € Ay such that
E.(up) = inf E.(u), E.(uy)= inf E.(u). (2.8)

ueAp ueAn

Proof. We prove existence of a minimizer up = up, € Ap. The argument for
the other case is exactly the same, with up, Vin, Ap replaced by uy, Vmax, An,
respectively. First, consider a sequence (u,) C Ap such that

inf E.(u) = lim E.(u,).

ueAp n—oo
We want to use the Banach-Alaoglu theorem which states that in every reflex-
ive Banach space, every bounded sequence admits a weakly convergent subse-
quence. First, D(V i) is indeed a reflexive Banach space: the map u — (u, Vu)
identifies D(Vmin) with a closed subspace of L*(M) x L?(M,TM); the latter is
a reflexive Banach space and thus any closed subspace, such as D(Vpn), is a
reflexive Banach space as well.



Second, (u,) C D(Vmin) is indeed a bounded sequence: E.(u) > 0 for any
U € D(Vmin) N LH(M) and hence the infimum of E.(u) over u € Ap is finite;
therefore (E.(u,))n has finite limit and in particular is uniformly bounded. This
shows boundedness of (u,,) C D(Vmin) in the graph norm, where we have used
that the L*-norm is bounded by the L*-norm on manifolds of finite volume.

Thus by the Banach-Alaoglu theorem, there exists a subsequence (u,,) C
D(Vmin), which is weakly convergent, i.e. there exists u, € D(Vpn) such that
for any ¢ € [*(M) and ¢ € L*(M,TM)

JMunkfb koo, JMwb JM 0 (Vi) <7 JM o(Vuat).  (29)

Since (uﬁk — 1) € L*(M) is a bounded sequence in a reflexive Banach space as
well, we can apply Banach-Alaoglu again and assume by passing to a subse-
quence, that

jM(uik—nqa ﬂj (2 —1)o.

M
Taking the test function ¢ = 1, we find that weak convergence preserves the
mass constraint (1.2), i.e. (u) = m. Since [*-norms are weakly lower semi-
continuous, we conclude

|IVu|z < liminf||Vun, |2,
k—o0

2.10
u2 — 1|2 §1iminf||uﬁk—1||Lz. (2.10)
k—o0
We conclude that u, € Ap is indeed a minimizer, since by (2.10)
1
E.(w.) = 4%||Vu*||Lz + gl = Ve <TiminfE.(u,,) = inf Ec(w).
O

The same result holds if we impose additional, e.g. generalized Neumann
boundary conditions in the definition of Ay, since the trace operator tr in (2.3)
is continuous in the operator norms and in particular weakly continuous. Thus,
weak convergence preserves boundary conditions.

The existence in Proposition 2.2 is sufficient to proceed with the convergence
of u,, and also to justify the numerics in §4. Thus, rather for completeness our
next result shows that minimizers are in fact strong solutions of the Allen-Cahn
equation. We do not proceed as in Evans [Evag8, §8], but rather present an
approach adapted to the present possibly singular setting. Consider the La-
grangian L(u,A) as in (1.3) and note that a minimizer u of L(u,A) satisfies

d
— Lu+sp,A) = EZJ
ds|,_, M

9(V, Vo) +J

M

W (u)p — J Ad =0, (2.11)
M
where we vary among ¢ € D(Vpin) if u € Ap, and ¢ € D(Viax) if u € An. In
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other words, u in Ap or Ay is a weak solution to the Allen-Cahn equation (1.4),
with the test functions ¢ lying in D(Vyin) or D(Vmax), respectively. Note that
the intersection with L*(M) is no longer needed for the test functions.

Proposition 2.3. Consider any u € H'(M) N L*(M).

1. Let u be a weak solution to the Allen-Cahn equation (1.4), with test functions
® € D( Vmin) € HY(M). Then w € D(V?, Vinin) and in particular, tru = 0.

2. Let u be a weak solution to the Allen-Cahn equation (1.4), with test functions
® € D(Vimax) = H'(M). Then w € D(V., Vimax) and in particular, trod, u = 0.

max

Proof. We shall prove the first statement, the second one being verbatim with
Vmin and Ap replaced by V.« and Ay, respectively. We may rewrite the Allen-

Cahn equation (1.4) as Au = ¢ 2 (W’ (u) — ?\). Hence u is a weak stationary (i.e.
time independent) solution to the inhomogeneous heat equation

(0 —A)w = —¢? (w’(u) - 7\). (2.12)
Consider the self-adjoint extension Ap = —V3,;,Vmin of the Laplace Beltrami
operator on (M, g), with domain D(V},;,Vmin). Consider the heat semigroup

e'“v generated by Ap. A solution to (2.12) with initial condition w(0) = u is
given in terms of the heat semigroup by

W = ey — g2t & (W’(u) — A), (2.13)

where * indicates convolution in time. The proof now proceeds by studying
regularity of w and then proving w = u. Since u,W’(u) € [*(M) and the
domain of Ap is dense in L?(M), w is a mild solution to (2.12) in the sense of
[Lungs, Definition 4.1.4]. By [LuNg5, Theorem 4.3.1], we conclude that w is in
fact a classical solution, i.e. for any T > 0 we have the regularity

we C((o, T],@(AD)> nc ((o, T],LZ(M)). (2.14)

Since D(Ap) = D(Vii,

Vmin), We can integrate by parts for any ¢ € D(Vpin)

J 9(Ap w, d) = —J g(Vw, Vo). (2.15)
M M

It remains to show w = u. By construction, (w—u) solves the following equation

(0 —A)(w—-u) =0, w(0)=u,

weakly, i.e. for any ¢ € D(Vmin) we have (cf. (2.11) and (2.15))

JM (0 w)¢+J 9(V(w—u), V) =0. (2.16)

M
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From here we compute by plugging ¢ = (w —u) into (2.16)

d 2
a““’—“HLfZJM (0 w){w =) 1)
2.1
:—J g(V(w—u),V(w—u)) :—HV(w—u)sz <0. ’
M L

Thus, if [[w(t) — u||i2 is continuous as t — 0, then (2.17) together with w(0) =u
implies that w(t) = u. From here the statement follows with (2.14). Hence it
remains to establish continuity of ||w(t) —ul|;2 at t = 0. Note first

t -~ ~
elt-080 (W’(u) _ ?\> H dt 5o,
0 L

e!4o <W’(u) — 7\) H < J
|

By the Lumer-Phillips theorem [LP61, Theorem 3.1], the heat operator e**? is a

strongly continuous semigroup, generated by Ap. Indeed, Ap < 0 is dissipative

[LP61, (1.1)] and the image of (Id — Ap) is L*(M), since 1 lies in the resolvent set

of the closed operator Ap. Hence the conditions of the Lumer-Phillips theorem

are satisfied and by strong continuity of e'Av

t—0
—0.
]_2

et oy —u

In view of (2.13), we conclude that ||w(t) —u|lz — 0 as t — 0 and hence by (2.17)
we find w(t) = u. The statement now follows from (2.14). O

2.2. Convergence. We want to extend the Modica-Mortola Theorem in [RiN18,
Chapter 13.2], stated and proved for domains in R¢, to compact manifolds M of
dimension d with boundary and conical singularities.

Let W: R — [0,+00) be a continuous double-well potential with exactly two
minima at +1, e.g., W(x) = 1 (x*—1)2 Recall from (1.1) that o = ﬂ] vW(s)/2ds.
Let [M|4 denote the finite volume of (M, g) and fix any mass m € (—1,1). The
energy functional E.(u) in (1.1) is defined a priori only for u € H'(M) N L*(M).
We extend its definition to any u € L'(M) by a simple trick (recall Ay is defined
in Proposition 2.2)

| Ee(w), ifue Ay,
Eelul = { too, ifueLl'(M)\An. (2.18)

This extension does not affect the minimizers: indeed the minimizers uy, of
E.(u),u € Ay are precisely the minimizers of & [ul,u € L'(M).

Consider the space BV(M;{—1,1}) of functions u : M — {—1,1} of bounded
variation and recall the notation (u) in the mass constraint (1.2). Then we set
using the notion of perimeter P4 of Caccioppoli sets in Definition A.8

ol = { Py((x € M:u(x) =—1}) ifueBV(M;{—T1,1}), (u) = m,

~+o00, otherwise. (2.19)
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This measures the size of the boundary of {x € M : u(x) = —1}, not including
the part of it contained in 9M. While BV(M) C L],.(M), restricting the values to
{£1} gives BV(M;{—1,1}) C L'(M) on manifolds (M, g) of finite volume.

Note also that the minimizers of &ul,u € L'(M), are precisely those func-
tions with values +1 and satisfying (u) = m with a jump along hypersurfaces of
minimal perimeter. We begin with a preliminary approximation result, which is
where we have to be careful about the conical singularities.

Lemma 2.4. Consider w € BV(M,{—1,1}) with (u) = m, such that &u] < oo. Set
E ={x € M : u(x) = —1}. Then there exists a sequence of subsets (E,)n, C M with
smooth boundaries OE,, C M\OM not intersecting the conical singularities of M, such
that for w, = —Xg,. + Xm\e, the following holds (d = dim M)

Eolun] = &), HTT(QE,NOM) =0, [(E\En) U (Ex\E)| — 0. (2.20)

Here |E| denotes the volume of the set E.

Proof. Applying [Rin18, Lemma 13.8] locally in each coordinate neighborhood,
we can approximate u by v, = —Xr, +Xm\r., Where (F,,) is a sequence of subsets
in M of finite perimeter with boundary that is smooth in the interior of M, and

Eolva] = &M,  |(E\F.) U (FR\E)| — 0.

Since each F,, is smooth, and hence F,, and and M \ F,, each contain a non-empty
open ball, we can apply [Mop87, Lemma 1] or [RiN18, Lemma 13.7] locally in
each coordinate chart, to find another approximation by w,, = —xg,. + XM\Gn/
where the subsets (G,,) are of finite perimeter, with boundary smooth in the
interior of M, and

Eownl = &Mul, HYT(OG, NOM) =0, [(E\Gn)U (G \E)| — 0.

The interfaces 0G, may however intersect the conical singularities of M. In
order to avoid that, let us assume first that M has a single conical singularity
C(N) = (0,1) x N. Denote the radial coordinate by x € (0,1), and extend it
as a smooth function to all of M, with x > 1 outside C(N). Sard’s theorem
applied to the function x [ dG, on 0G, implies that there exists ¢, € (0,1/n)
such that V,, := 0G, N{x = ¢,} is a smooth submanifold of G,,, for each n € N.
By construction E; := G, N{x > &,} has boundary oE; = G U G} where

G/ =G, N{x=en},
G/ :=0G, N{x > e}

and the submanifolds G;, and G intersect each other in their common boundary
V,, transversally. The sequence E; satisfies (2.20). But 0E;, is not smooth at the
corner V;,. This setting is illustrated in Figure 2.

However, we may smoothen out the corner as follows. Write G/ = {e,} x G/,
and V,, = {e,} x V,, with GT’L,Vn C N. Denote by yy, : GT’I — [0, 00) a boundary
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Figure 2: Illustration of V,,, E;, G, and G].

defining function of V,, in GT’l, ie. V, = {yn = 0} and Vy, # 0 at V,, and
chosen to have 1 in its range as a regular value. Consider a smooth function
Y : (en/2,en)x — (0,1)y, whose graph forms a smooth curve together with the
half-lines (x > ¢n,y =0) and (x = ¢,/2,y > 1). This is illustrated in Figure 3.

\9:0

Figure 3: Illustration of curve .

We can now smoothen out the corner in E; by setting as in Figure 4
En=E U{(x,q) € (en/2,ex) x G ya(q) > y(x)}.

Because E,, differs from G, only in a small conical neighborhood (0, ¢,) x N
with e, — 0 as n — oo, (E,) satisfies (2.20), and this proves the statement. In the
general case of finitely many conical singularities, we repeat such procedure in
each conical neighborhood. O

We can now prove our main result here, namely the I'-convergence of the
functionals above.

Theorem 2.5. & T-converges to & as € — 0T with respect to the strong L'-topology.

Proof. To prove I'-convergence we need to prove the lim inf-inequality (A.3) and
additionally, by Remark A.10, construct a sequence that fulfills the lim sup-
inequality (A.5). The underlying complete metric space is L' (M).

13



Figure 4: Illustration of E,.

We shall start with the lim inf-inequality. Let u, — win L'(M) as ¢ — 0
and assume lim ionf Elu] < oo (otherwise there is nothing to prove), i.e. we

may assume without loss of generality that u, € Ay for all ¢ > 0. Consider
a subsequence ¢, — 0 such that u,, — u pointwise almost everywhere as
n — oo. Then by Fatou’s lemma we obtain

0< J W(u) :J liminf W(u,, ) < limian Wi(u,,)
M M M

n—oo n—oo

2
< lim ian 62—“ IVgu,gnl2 + W(u,, ) =liminf20¢, &, [u., ] =0,
M

n—oo n—oo
because liminf &, [u. ] < co. Hence, W(u) = 0 and thus also u takes values in
—

n—oo
{—1, 1} almost everywhere. Furthermore, we compute

1 n 1
liminf &, [u. ] =liminf — J E—IVgusnlz + E—W(ugn)
M n

n—oo n—oo (0) 2
1 1
>limian —I|Vaue, [V W(ue, Zlimian —I|V4(hou,,
> liminf | = Vou, VWi, ) 2 liminf | Vo)

] _ (h(1) —h(=1)
E”Vg(hou)”g(M) = \/ZG

>
=Py({x € M1 u(x) = —1}) = &[ul,

Py({x € M1 u(x) = —1})

where h(t) := f; v W(s) ds and we used (A.1) in the last inequality step. This
proves the lim inf-inequality.

In the second step we have to construct a recovery sequence (u.). that con-
verges to u in L'(M) and fulfills the lim sup-inequality (A.5). If &[ul = oo,
there is nothing to prove and hence we assume without loss of generality that
Elu] < 0o and thus u € BV(M,{—1,1}) and (u) = m.

Note that we do not assume that u is a minimizer of &, hence the inter-
face OE need not be smooth, even for a compact smooth M. In view of Lemma
2.4 however, we may assume without loss of generality that in our quest for

14



a recovery sequence, u € BV(M,{—1,1}) has the property that E is of finite
perimeter, has smooth boundary disjoint from conical singularities and satis-
fies H'(OE N OM) = 0. Also, we may assume that E is open. Since dE may
be assumed to be disjoint from the conical singularities, the remainder of the
argument is performed as in the non-singular case.

The construction of the recovery sequence (i), is nowadays classical, see
[Mob87, Prop. 2 p. 133] and also [RiN18, Theorem 13.6, p. 383-386] for open
subsets of R™. Instead of repeating the steps therein, we refer to the Riemannian
version e.g. in [BNAP22, Proposition 3.3], which constructs (u.). such that

limsup & [u,] < Py(E,M) = &lul.

e—0t

The construction is local near the smooth boundary oE. Since by assumption 0E
is disjoint from the conical singularity, the arguments remain unchanged in our
setting. By Remark A.10 I'-convergence now follows. O

A fundamental consequence of I'-convergence is convergence of minimizers
and the abstract result [MoD87, Proposition 4] together with Theorem 2.5 implies
the following

Proposition 2.6. For every ¢ > 0, let u, € L' (M) be a minimizer of &.. If u, — win
L'(M) as ¢ — 0%, then w is a minimizer of & in L' (M) and lirgl+ E(ug) = & ().
3. MINIMIZERS ON CONES IN 2D: INTERFACES

To study the limits at ¢ = 0 of minimizers of (1.4) in a singular setting, we
use truncated cones of height h with elliptic base at z = 0 of semi axes 1 and
a > 1, parameterized over the unit disk, i.e.

X ax
7| =dkxy) = y , Yy eQ={x+y <1 (3.1)
74 h(1— (x* +y*)"?)

In view of the forthcoming results in §4.2-84.6, we first discuss the three types
of limit interfaces which we expect from the types T1 (tip), T2 (winding), and
T3 (horizontal) from Fig.1 for ¢ — 0. They divide the area into two equal halves
since m = 0, and by the general theory they are critical points of the length
functional, so they have constant curvature (except possibly where they pass
through the conical singularity), and we call their respective lengths 1;, 1, and 1;.

We have two results on the question which interface type is a length mini-
mizer. The first is semi-analytical, giving a rather explicit computation of the
interface lengths at ¢ = 0 on a circular cone. See also Fig. 12(b;) for a comparison
with E, for the respective solutions at small ¢ > 0.
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Figure 5: (a) 1j(h). (b) Sketch for computing 1,. The pacman shape arises from cutting
open the cone along a radius, and flattening it into the plane.

Result 3.1. On a circular cone (a = 1in (3.1)) the lengths |; behave as in Figure 5(a) as
a function of the height h of the cone. In particular, the tip interface is never a minimizer,
and the circular interface is a minimizer for large h.

Proof. The slant height of the circular cone of height his S = v/1 4+ h?, so

L(h) =21+ R2.

The cone can be explicitly flattened to a circular sector C of radius S and angle
o = 27t/+/1 + h?, see Fig. 5(b), and hence area A = «S?/2 = 2mty/1 + h2. Then,

13 = V27 : circular interface at height h = (1 -1/ V2)h.

Finally, 1,(h) can be computed semi-analytically as follows: First we seek the
point T such that the circular arc from T to its reflection T’ divides C into two
equal areas «S?/4. For given T, the intersection of the tangent to the circle at T
with the x—axis is at xg = —S/sin(f) relative to the center, and the areas A;(f3)
and A;(B) of the two circular segments to the right and left of the line TT' are
given by

2
T

Ar(B) = 128~ sin(2p)), and Ay(B) = > (n—2B—sin(2B)),  (3.2)

2

2 2
where 11 = Scot 3. Thus, we first numerically solve A;(B) + A;(B) = «S?/4 for
B € (0,71/2), and then compute the length 1,(h) = 2. ]

The next result applies to surfaces with general conical singularities of angle
o < 27, which for instance applies to the conic metric dr? +c?r?d6? on (0,1) x S'
with angle & = 27ic if and only if ¢ < 1, and to the elliptic cones (3.1) with general
a > 1, where « < 27 if h > 0, while naturally « = 27 if h = 0. Conical surfaces
with angles bigger than 27t can be constructed as follows, see also Appendix B
for further discussion. If we choose a simple closed curve in the unit sphere
in R and take M to be the union of segments Op for p on the curve then we
obtain a conical surface with the angle « being the curve length. If o > 27, then
minimizers may in general pass through the singularity (as is the case for a flat
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disk, which has « = 271, where any diameter is a minimizer for m = 0), but we
now show that tip interfaces are never minimizers for o < 2.

Proposition 3.2. Let M be a surface with a conical singularity P of angle o« < 27t. Then
any curve of minimal length which divides M into two parts of prescribed area ratio does
not pass through P.

Prescribing an area ratio corresponds to choosing a general mass parameter
m with [m| < 11in (1.4)(b). The case m = 0 corresponds to equal areas. (For ellip-
tic cones it was natural to consider only m = 0 because of reflection symmetry.)

Figure 6: Modifying a tip interface v, to a shorter interface vys.

Proof. Let vy be a curve of minimal length satisfying the area constraint, and
assume that it passes through the tip P. We refer to Fig. 6 for a sketch (compare
Fig. 5(b)), and construct a shorter such curve ;. Consider a neighborhood U of
P in M of the form (0,1) x S' (see Appendix B), on which vy, consists of a part
AP entering P and a part PB leaving P. Each part has constant curvature, since
Yo is assumed to be of minimal length. In Fig. 6 they are depicted as straight
lines for simplicity.

Denote the components of U \ vy by I and II; because the angle at P is less
than 27t at least one of them, say I, has an angle less than 7t at P. For small > 0
let A’, B’ be points on PA, PB at distance 6 from P.

The main point is this: Replacing the part A’PB’ of y, by the straight geodesic
segment A'B’ reduces its length linearly, i.e. by > ¢ where ¢ > 0. On the other
hand, the area of the triangle A’PB’ is only O(5?) since a §-neighborhood of P
has area O(8?), so the area of I and 1I is changed only by O(8%).

Therefore, we can replace the segments AA’ and BB’ by curves from A to A’,
and from B to B’, respectively, which bulge into II by 0(8?), so that the curve vy;
obtained from this still satisfies the area constraint and has length £(y,) — cd +
O(8?%), which is less than {(y,) for small & > 0. O

4. MINIMIZERS ON CONES: NUMERICAL ILLUSTRATIONS

4.1. The setup, and basic notions from bifurcation theory. To illustrate Theo-
rem 1.2 and study the minimizers of (1.4) for small ¢ > 0 in a singular setting

17



we use the truncated cones of height h and semi axes 1 and a > 1 as in (3.1).
The metric determinant is g = a?+h*(x*+ ay?)/r?, and dS = ,/gd(x,y), and the
corresponding Laplace Beltrami operator is given by

1

1 1
Au(x,y) = — |0y (—=(1 + h*y?r2)du) — 3, (—=h*xyr2d,u)
RV RV A OV
1 1
— Oy (—h2xyr 20 u) 4+ 9, (—(a? + h?x*r2)d,u) |, (4.1)
/9 Y Y y NG Y 4

where the coefficients in the divergence form are L*, but not C°. We choose the
standard double well potential W = I(u? — 1)?, and the energy

1 € 1
E.=—| =[Vuf+-W(u)d
i JQ 2IVuI + . (u)ds,

where 0 = f]_] VW/2du = v/2/3. To recall, our problem thus is

(a) G(u):=—e*Au+W/(u)—A=0inQ, du=0atdQ,

(b) q(u) = (u) —m =0. (4.2)

We use the software pde2path [Utec21, Uec23B] to discretize (4.2) by the Finite
Element Method (FEM), and to treat the obtained algebraic system as a contin-
uation and bifurcation problem. More specifically, we consider the weak form
of (4.2a) and hence find critical points of E, in H'(M). For all m, (4.2) has the
spatially homogeneous solution u = m, A = W’(m), i.e.,, we have the “trivial
branch” u = m, with E.(u) = 2]T5W(m)' Starting at m = 1 we first find branch
points (BPs) from this trivial branch, and continue the bifurcating branches to
m = 0 at fixed h,e > 0 and a > 1, thus obtaining a selection of critical points u
of E. at m = 0. Subsequently we continue some of these solutions ., in other
parameters, including ¢ — 0, aiming to identify limits 1, and the associated in-
terfaces Iy, to check the formula |Io| = lim._,o E;(u, ), and to altogether identify
minimal interfaces (depending on h and a).

By varying a and h we study the dependence of minimizers on the cone
geometry; additionally, choosing a # 1 is useful to break symmetry: For a =1
we have a circular base, and altogether an O(2) equivariant problem, which inter
alia means that

¢ all bifurcations from the spatially homogeneous branch with angular de-

pendence are double, i.e. the linearization at the branch point has a two-
dimensional kernel;

¢ to continue such branches we need a phase condition to uniquely choose

solutions from the group orbit of rotations.
pde2path has methods to deal with these issues, but the situation is somewhat
simpler and more generic if the rotational symmetry is broken. For elliptic cones,
the BPs from the trivial branch are generically simple and hence we can apply
the Crandall-Rabinowitz Theorem [CR71] to obtain the bifurcating branches,
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while for circular cones we would need equivariant bifurcation theory ([Uecz1,
§2.5] and the references therein), and also the numerics would become slightly
more involved. However, we still have three discrete symmetries:

Y1 (ulx,y),myA) = (u(—x,y), myA), Z, symmetry over the y axis; (4.3)
Y2 (ulx,y),myA) = (u(x,—y), myA), Z, symmetry over the x axis; (4.4)

(4-5)

Z, symmetry in u, mass

vs: o (uly-)ymA) = (—ul, ), —m, —A), and Lagrange multiplier.

These symmetries generate the symmetry group I' of the problem via compo-
sition. 3 can essentially be exploited to restrict to m < 0, and the two mirror
symmetries y;,y, can be used to a priori determine whether bifurcations from
simple BPs on the trivial branch are transcritical or pitchforks, see Remark 4.2.

Remark 4.1. For convenience, here we recall the basic examples (normal forms)
for steady bifurcations, referring to [Uec21] and the references therein for further
terminology and details, in particular [Kuzog]. Consider the following scalar
bifurcation problems, with u € R as a (generic) parameter.

(@) f(u,n) = u—u? = 0. This has the solution branch u = +,/p for u > 0,
which shows a fold at p = 0. This is also called saddle-node bifurcation
as the lower branch u = —,/u contains saddles (unstable solutions) for
the ODE 1 = f(u, ), while the upper branch contains stable nodes, see
Fig. 7(a), which also shows the associated energy E = —u + Ju® such that

uw=—E"(u).3
(b) f(u,n) = pu + u?. For all p € R we have the trivial solution u = 0, and
additionally the “non-trivial branch” u = —p. u = 0 is stable (unstable)

for u < 0 (u > 0), while u = —u is stable (unstable) for u > 0 (1 < 0). Thus,
at the branching point (u,pu) = (0,0) there is an exchange of stability. The
bifurcating branch u = —p exists on both sides of the critical value p = 0
and hence the bifurcation is called transcritical, see Fig. 7(b).

(¢) f(u,pn) = pu—u’. As in (b), the trivial solution u = 0 is locally unique,
except at u = 0, where the non-trivial branches u = £, /1, 1 > 0 bifurcate.
Moreover, u = 0 is stable (unstable) for p < 0 (u > 0), and u = £,/u are
both stable. This is called a supercritical pitchfork, see Fig. 7(c), while for
instance for f(u,u) = pu + u® we obtain a subcritical pitchfork with the
bifurcating unstable branches u = £,/—p.

(a),(b) and (c) (and further types of bifurcations) can occur along a single
branch; for instance, f(u, p)=pu-+u’—u’ yields a subcritical pitchfork at (u, u) =
(0,0), with the nontrivial branches stabilizing in folds at (u,u) = (i—%,%).
The scalar normal forms typically arise as bifurcation equations via Liapunov—
Schmidt reduction of, e.g., a PDE problem where along a solution branch a
simple eigenvalue of the linearization goes through 0 (bifurcation from simple
eigenvalues), where a non-trivial kernel of the linearization is a necessary con-

3 Any scalar ODE is a gradient system 1t = —E’(u), and if E is bounded below and has only
isolated critical points, then any solution must converge to a critical point of E.
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Figure 7: (a-c) Elementary steady bifurcations. Full lines indicate branches of stable
solutions and dashed lines indicate unstable branches, with the arrows indicating the
flow of the associated ODE 1 = f(u, u) = —0E(u, u), with the energies indicated below
the bifurcation diagrams at the respective left and right ends in p for each of the cases.

dition for (steady) bifurcation due to the implicit function theorem. Importantly,
only the saddle-node bifurcation (a) is generic, while (b) and (c) require some
special structure to occur generically, for instance the Z, symmetry u — —u
in case of (c). Such symmetries often arise from physics, or in case of PDEs
from the considered domain, again see [Uec21, §2.5] for further discussion, and
[GSo2, Hovo6]. Finally, note that we obtain the smooth plots in (a)—(c) because
we consider 1D systems; in higher dimensions, for instance the “shape of folds”
strongly depends on the chosen projection (the chosen functional on the ordi-
nate) for plotting the BDs. See for instance Fig.g(a;) vs Fig.g(d). |

Remark 4.2. In terms of the notions recalled in Remark 4.1, the symmetries v,
and vy, have the following consequences for bifurcations of nontrivial branches
from the trivial branch u = m in (4.2):
¢ If the solutions u on the bifurcating branch satisfy exactly one of the condi-
tions y,u = u, y,u = u then the bifurcation must be a pitchfork, as together
with u also its partner yju must bifurcate, j = 1,2. This for instance ap-
plies to the branches yielding the tip (T1) and winding (T2) interfaces from
Fig. 1.
¢ Solutions which violate both symmetries y; and v, cannot bifurcate from
the homogeneous branch in a simple BP, i.e., they must arise in secondary
bifurcations. (We do not further consider such solutions here).
* On the other hand, branches with solutions satisfying both symmetries
Yiu=u=vy,u (e.g., “horizontal” solutions like in Fig. 1(c), T3) generically
bifurcate transcritically from the homogeneous branch. |

Remark 4.3. Besides the 1—parameter bifurcation problems from Remark 4.1,
in practice one often has to deal with n > 2—-parameter problems, e.g., the 4-
parameter (m, ¢, h, a) problem (4.2). In these, often one can fix n—1 parameters
and let just one parameter vary, but there may be co—dimension { points in pa-
rameter space, where one needs { > 2 parameters to capture the behavior of the
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system. One of the simplest examples is the so called cusp catastrophe [Kuzog4,
§8.2], with normal form f(u, i, ) = —4u® + 2w — wy, see Fig.8. For py < 0
we always have exactly one stable solution of f(u, p;, ;) = 0 for all p,, but for
w; > 0 we have three solutions between the two fold—curves w, = +u; (), with
the middle solution unstable and the two other solutions stable, and where the
two fold curves form a cusp at the co-dimension two point (p, 1) = (0,0). To
compute such cusps, it is often useful to compute the fold—curves by fold point
continuation [UEc21, §3.6.1], [UEc23A]. See Fig. 10 for an example for (4.2). |

Figure 8: The solution surface of f(u, p1, pz) := —4u’+2pu—p; = 0, and the projection
H2 = () of the fold curves on the p—u; plane, forming a cusp.

4.2. Organization of the continuation in the different parameters. Given the
remarks from §4.1 and the results from §3, we organize the numerical continua-
tion at ¢ > 0 as follows.

* In Fig.9 we compute the basic branches (in m) at fixed (h,¢) = (1,0.15) and

a = 1.05; the latter yields a small deviation from the circular cone to break
the rotational invariance.
* In Fig.10 we continue folds which occur in Fig. 9 in h, which shows that
the relation of T1 and T2 solutions is similar to the cusp in Remark 4.3.

¢ In Fig.11 we continue solutions at m = 0 from Fig. 9 to smaller ¢, essentially
verifying the main analytical result that u. — u, for a limit function u,, and
E.(u.) — |Io|, as ¢ — 0.

* In Fig. 12 we fix ¢ = 0.1 and m = 0, and study the dependence of T1, T2
and T3 solutions (and their energies) on h and a.

One main result is that at small ¢ > 0 we generally get results similar to
Fig. 5(a), see for instance Fig. 12(b), but also important differences: At small
e > 0, a tip interface is a minimizer for sufficiently large a (depending on h),
and the winding T2 interface does not exist (is not a critical point), Fig. 12(e,f),
but for ¢ — 0 the T2 interface “appears” (bifurcates from the T1 branch) and
becomes the minimizer.

4.3. The basic branches at (h,a,¢) = (1,1.05,0.15). In Fig. 9 we run “continu-
ation in m” at fixed (h,a,e) = (1,1.05,0.15). This means that m (additional to
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the Lagrange multiplier A for the mass constraint (u) = m) is the free param-
eter, which may move back and forth, as all continuation is done in so—called
arclength parametrization [Uec21].

The black branch hom in the bifurcation diagram (BD) in (a;) represents the
homogeneous solutions u = m with A=W’(m) and E(u):ﬁW(m). On hom we
find (at this relatively large ¢) 14 BPs up to m=0, and we follow the branches
bifurcating

¢ at BP1 (b1, blue, containing type T1 and T2 at m = 0, see below for further

discussion),

e at BP2 (b2, green, like b1 but rotated by 90°),

e at BP3 (b3, red, containing type T3 at m = 0),

¢ and at BP5 (b5, magenta); this is for illustration of just one “higher order

branch”.

In the following we shall focus on branches b1 and b3. In the BDs, thick lines
indicate stable parts of branches (local minima), and thin lines indicate unsta-
ble parts (saddles). The BD in (a;) and those following are essentially verbatim
outputs of pde2path scripts, with some postprocessing to adjust labels, subse-
quently used as identifiers in solution plots. We start the labeling with A at
m = 0 in panel (a;) as m = 0 will be our interest in the following pictures, while
labels I-K are for further illustration only. Open circles indicate detected BPs.
In (a;) we zoom in on the branches b1, b2 near m = 0, and in (a3) on b3 near
m = 0. In (b,c) we give sample solutions as labeled in (a), and in (d) we present
(a7) for m € (—0.8,—0.45) in another projection, namely max(u) — m.* The b1
solutions fulfill y, (reflection in y), but not y;, and hence b1 must bifurcate in a
pitchfork. The bifurcation is subcritical but the branch stabilizes in a first fold
near m = —0.79. On the other hand, solutions on b3 fulfill v; and vy, and bi-
furcate transcritical, as expected. Here, the subcritical part (to more negative m)
also folds back and stabilizes.

The first sample plot A in (b) shows the solution on the cone, and also gives
the energy E. in the title. The second sample in (b) shows the contour lines
u = 0.5 (red) and u = —0.5 (blue) for the same solution A, with the base of the
cone indicated in black, and subsequently we mostly use this plot-style. The
sample B shows u at the fold point at m ~ 0.03, which will be further discussed
in Fig. 10. Together, A-C show that b1 approaches m = 0 from the left as
type T2 solution, and after the fold turns into a T1 solution C with a slightly
larger energy. Subsequently, b1 continues symmetrically through the left fold
and again past m = 0 to the symmetric BPs on hom at m > 0. Essentially the
same happens on b2, but rotated by go° such that the T1 interface in E is along
the a = 1.05 semiaxis, with hence a (slightly) larger energy E than in C. Thus, for
b1 and b2 the T1 solution is related to the T2 solutions via folds, similar to the
“middle surface” between the two fold—curves in Fig.8, and in Fig.10 we shall
illustrate the cusp underlying this.

4 While this more clearly shows the structure of solutions near bifurcation, in the following we
restrict to plotting E., as this is the quantity of interest.
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Figure 9: (a) BD for continuation in m, for (h, a,¢) = (1,1.05,0.15), with two zooms
near m=0. Primary branches bifurcating from u = m (black branch hom in (aj)): b1
(blue), b2 (green), b3 (red), and b5 (magenta). (b,c) Sample solutions from (a), as indi-
cated by labels. (d) same as (aj), plotting max(u) — m over m (near m = —0.6) for b1,
b3, and bs.

The samples F-H in (c) show three passages of b3 through m = 0. As already
said, the bifurcation of b3 is transcritical as the solutions on it fulfill both, v,
(reflection in x) and vy, (reflection in y), but in (a;) and (a3) we only show the
subcritical part; this returns supercritically to the symmetric BP at m > 0. The
most relevant sample on b3 at m = 0 is the T3 solution F, as it has the lowest
energy among F-H, and is in fact locally stable.

Sample I in (c) belongs to bs. This is only meant as just one example of
the many further solutions of (4.2), containing more interfaces than the basic
types T1, T2 and T3, and hence not expected to be energy minimizers also when
varying other parameters. In particular, for ¢ — 0 such solutions may turn into
so called 2n—-end types [KLPW15], n > 1, i.e., they may contain points where
2n > 4 different phase domains u = 41 meet. Specifically, sample I contains two
four—end points for ¢ — 0, see I in Fig.11(b) for illustration. Finally, samples ] (at
the first fold of b1) and K in panel (c) are meant to illustrate how b1 proceeds
from negative m to m = O first reached at A; solutions on the other branches
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behave correspondingly.

4.4. Fold—continuation in h. In Fig.10 we show the continuation of the fold at
m = my ~ 0.03 on b1 (sample B in Fig.g). In brief, this illustrates the cusp
structure of the relation between T1 and T2 solutions. In detail, on the part
containing B in Fig.10, the fold location increases with h, see sample B*, which
also implies that the T1 and T2 solutions separate more strongly with increasing
h. Conversely, decreasing h from h = 1 the fold position goes to m = 0, where
it continues as the symmetric fold to sample B~. In particular, the collision of
the two folds at the cusp (m,h) = (0, h.), he = 0.8, means that for h < h, we
only have one solution of type T1 or T2, and by symmetry this must be of type
T1 (straight interface). This is an important difference to Fig.5(b), where at ¢ =0
the type T2 interface exists for all h > 0 and coincides with T1 only in the limit
h — 0. The cusp is thus a finite e—effect, and indeed moves to smaller h, for
decreasing ¢ (not shown). A further consequence, discussed in Fig.12 below, is
that for finite ¢, when varying h at m = 0 the T2 solutions must bifurcate from
the T1 branch at h = h..

B", m=-0.272

0.5
0
-0.5

B+

-0.2 2
-1 0 1 02 00 -1 0 1

Figure 10: Continuation of the fold position m of the fold B from Fig.g in height of
cone h, (a, &) = (1.05,0.15).

4.5. Continuation in ¢. In Fig.11 we continue selected solutions from Fig.g to
smaller ¢, aiming to verify that E.(u.) — |Io| as ¢ — 0. Decreasing ¢ is numer-
ically challenging as it requires repeated and strong mesh refinement near the
interface. In the BD in (a) we show E. over ¢ for the continuation of the T2
sample A from Fig.g (orange branch), and for the T1 sample C from Fig.9 (blue
branch). The blue branch (straight interface along the short semi-axis of length
1) should limit to 2v2 ~ 2.82 (independent of a), and E.(u.) initially strongly
increases and reaches E,(u,) =~ 2.795 at ¢ = 0.025. However the numerics be-
come increasingly harder at small ¢, and we stop at ¢ = 0.025, where we have
adaptively refined from n, ~ 6000 (at ¢ = 0.15) to n, ~ 60000 triangles in the
FEM mesh.

Note that, as observed in [ToNo5], the minimizing interfaces in dimension 2
cannot have self-intersections. This does not contradict Figure 11 (b), since the
illustrated interfaces are critical points but not minimizers.

For a =1, the orange branch should limit to E, ~ 2.71, see Fig.5(a). This will
not change significantly for small a—1 > 0 as the interface is close to the short
semi-axis of length 1 (see also Fig. 12 below for general dependence of branches
on a), and with the refinement to n; ~ 35000 in A at ¢ = 0.025 we believe that
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Figure 11: (a) Continuation in ¢ of the T2 (orange branch) and T1 (blue branch) solu-
tions at m = 0 from Fig.9(az). (b) same for solutions F and I from Fig.9.

we obtain a good approximation of 1,(h). The sample plots show the expected
behavior of the solutions, i.e., the interfaces (of width ¢) steepen up and hence
the u = £0.5 level lines in the samples move closer together. In (b), sample F
shows the continuation of F from Fig.g to ¢ = 0.04, and I the analogue for I from
Fig.g, illustrating the two 4—end points ‘expected” (see Remark 4.4b)) in the limit
e — 0.

Remark 4.4. a) Theorem 1.2 does not apply to the blue branch, but down to
¢ = 0.025 the numerics suggest the convergence of 1, to the tip—interface I,
see also Remark 1.3(b) and the discussion after Fig.1. However, for smaller ¢ it
becomes difficult to maintain the orientation of the interface in C, i.e., depending
on the mesh small rotations of the interface may set in, and thus we stop the
continuation. In any case, if we assume the convergence of u, — u, for ¢ — 0,
then the blue branch shows that the convergence is slower than for branches (such
as T2 and T3) on which interfaces avoid the tip. Moreover, this effect becomes
stronger for more pointed cones, see Fig. 12(c), where we discuss the behavior
of the T1 interface in dependence of ¢ in more detail for a cone of height h = 3.

b) We also have no proof of convergence for the interfaces on the magenta
branch containing I, which again contains a straight segment through the tip.
Other “higher order branches” with solutions with several phase domains but
for which the interfaces avoid the tip show a better convergence behavior, similar
to the branches containing A and F. |

4.6. Continuation in h and a, and again in ¢. In Fig.12 we aim to study the
dependence of the three main types of solutions on a and h. We initially fix the
“intermediate” ¢ = 0.1, and in (a) we restart similar to Fig.9 with the continua-
tion in m at h = 0.25. As expected from Fig.10, the primary bifurcating branch
b1 (blue) then goes horizontally through m = 0 with a T1 type solution at m = 0,
i.e., the loop containing B and C in Fig.9(a;) no longer exists.

In (b) we then continue samples A and B from (a) in h. For the T3 (red)
branch, the energy E. compares reasonably well with the length 1; from Fig.5(a),
where again we note that the deviation due to finite ¢ = 0.1 is larger than the
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Figure 12: (a) T1 and T3 branches at (h, a, ) = (0.25,1.05,0.1). (b) Continuation of T1
and T3 at m = 0 from (a) in h. The T2 branch (magenta) bifurcates at h = h, =~ 0.72
from T1. The T3 solutions are global minima for h > hy ~ 2.7. (c) Continuation of C
from (b) in ¢, samples at ¢ = 0.1 (same as C), at ¢ = 0.05, and at ¢ = 0.025. (d) Branch
point continuation of the BP at h. from (b). (e,f) continuation of T1 from (b) at h = 0.9
in a. T2 reconnects to Ty at a = ap ~ 2.2. The last plot in (d) also shows a continuation
of T3 from (a) in a.

one due to a —1 = 0.05 > 0. Namely, for the T3 branch E should not depend
on h, and should be close to V27t ~ 4.44 (the limit ¢ — 0 for a = 1), and this
holds reasonably well. On the other hand, for the tip—interface branch branch T1
(blue) E = 5.6 in sample C at h = 3, while 1;(3) = 21 + 3? ~ 6.32 (independent
of a), i.e., the more pointed tip here induces a strong deviation even at relatively
small ¢ = 0.1. Therefore, in (c) we continue C from (b) to smaller ¢, where
at ¢ = 0.025 in C; we have reached E, = 6.14. The contour plots in (c) show
that for tip-interfaces the level lines u = £ # 0 (here 6 = 0.5) detour the
tip for ¢ > 0, and this becomes more pronounced for more pointed cones (i.e.,
larger h, compare samples C,E in Fig.9 with (h,¢) = (1,0.15), C in Fig.11 with
(h,e) = (1,0.05), A in Fig.12(a) with (h, e) = (0.25,0.1), and C; to C; with h =3
and ¢ = 0.1,0.05,0.025). Thus, this effectively quantifies the effect of the strength
of the conical singularity, yielding a slower convergence.

The most important difference between Fig.12(b) and Fig.5(a) is that the area—
halving circular arc in Fig.5(a) exists for any « € [0,27), and becomes straight
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27
for « = —— — 271, ie, h — 0. On the other hand, the T2 solutions in
V1 +h?
Fig. 12(b,) with ¢ = 0.1 only exist for h > h, ~ 0.7, where the (orange) T2 branch

bifurcates from the T1 branch in a supercritical pitchfork. Again, this is due to
the finite ¢, and h. decreases with &: For ¢ = 0.15 we know from Fig.10 that
the BP is given by the cusp of the fold point continuation and sits at h ~ 0.8,
and in (d) we altogether show the BP location h over ¢ as obtained from branch
point continuation [Uec21, §3.61.], where we need to stop near ¢ = 0.04 due to
convergence problems.

Finally, in (e,f) we show the continuation of the T1 (blue) and T2 (orange) so-
lutions from (b) at h = 0.9 in the ellipticity a.> For both, E only depends weakly
on a; in fact, for T1 we should have lim, ;0 E. = 2v/1 + 0.92 &~ 2.69 independent
of a, but as in Fig.10 this requires extensive mesh-adaption, additional to the
mesh—adaption already needed in Fig.12(d) for increasing a. Importantly, as we
continue b1 we gain stability at a BP near a = a. ~ 2.2, where the orange stable
T2 branch bifurcates in a subcritical pitchfork. Alternatively, if we continue the
T2 solution at h = 0.9 from (b) in a, then the obtained branch coincides with the
orange branch in (e), and hence “reconnects” to the T1 branch at a = a.. This
intuitively makes sense as we expect the T2 solutions to approach the T1 solu-
tions for large a, and the T1 solutions to become global minimizers. However,
again this also depends on ¢, and if we decrease ¢ the BP (or reconnection point)
in (e) moves to larger a (not shown).

This, and further numerical experiments fully agree with Prop. 3.2, stating
that tip interfaces are never minimizers at ¢ = 0: while for small ¢ > 0 and fixed
h > 0, T1 interfaces are the global minimizers for sufficiently large a, for ¢ — 0
at any fixed a they lose stability to the T2 interfaces.

A. APPENDIX: AUXILIARY ASPECTS OF GEOMETRIC MEASURE THEORY

A.1. Functions of bounded variation and the co-area formula. Functions of
bounded variation are suitable for the study of our I'-convergence. They are
defined on so-called good metric measure spaces, and there are two different
gradient norms that can both be put into relation. With both gradient norms
and the Hausdorff measure, one can define the perimeter and establish the co-
area formula. Our main sources are [Vor10, Miro3, Nic11, FR60].

A.1.1. Metric measure spaces and Hausdorff measure.

Definition A.1. Let (X,0, 1) be a metric measure space with metric 0 and measure (.
It is called good if (X,0) is complete, and (X, 0, 1) is doubling, i.e. if Bg(x) denotes a
ball in X of radius R centered at x, then there exists a uniform constant ¢ > 0 such that

5 We also continue the T3 solutions, but for these E increases rather quickly from 4.5 and the
branch cannot be plotted reasonably together with the T1 and T2 branches; hence we only give
the sample H at a ~ 1.7, with E = 5.7.
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forany x € X and any R > 0

1(Bar(x)) < c - u(Bgr(x)).

A central example of such a good metric measure space in our context is a
compact Riemannian manifold. The Riemannian metric defines the distance 9,
and the Riemannian Lebesgue measure dvoly. Then (M, d4, dvoly) is a good met-
ric measure space in the sense of the definition above. More generally, compact
manifolds with boundary and conical singularities, see Definition B.1, are good
metric measure spaces. More generally, compact stratified spaces yield good
metric measure spaces.

Definition A.2 (Hausdorff measure).
Let (X,0, 1) be a metric measure space. For any subset O C X, any s € [0, 00) define
the s-dimensional Hausdorff measure

2 & ([ diam, Q) * .
S — 1 - - - J : .. <
H(Q) == sup lmf{F(S/Z) E < > ) QcC JL_J]Q], dian, Q5 < 6}] ,

where diamyC); is the diameter of the smallest metric ball containing C;, and T'(s) is the
Gamma-function.

The constant r?;—;; ensures that the Hausdorff measure corresponds to the
Lebesgue measure on smooth Riemannian manifolds (M, g) if s = dimM. In
that case, the Hausdorff measure #;(Q) coincides with the Riemannian measure
of a Borel set O C M, cf. e.g. [VoL10, Theorem 2.17].

A.1.2. Functions of bounded variation.

Definition A.3 (Gradient for locally Lipschitz functions).
Let (X, 9, u) be a metric measure space. For any open () C X consider the space Lip, ()
of locally Lipschitz functions w: QO — R. For such uw and any x € X we define

IVu|(x) == limionf [ sup M]
P—

yeB, ) P

One can define the gradient norm for locally integrable functions L] (Q) on
some open ().

Definition A.4 (Gradient of locally integrable functions). Let (X, 0, 1) be a metric
measure space. Let QCX be open and bounded, and uel] (Q). Then

loc
IVu|[(Q) := inf {limian IVl () dix) < (un)n € Lipyoo(Q)sun s u}
n—oo Q
Now, we can define functions of (locally) bounded variation.
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Definition A.5. The space of functions with (locally) bounded total variation is
* BV(Q):={uell (Q):|Vu][(Q) < oo}

o BV (Q):={uell (Q):|Vul(A) < oo forany A C Q open,
A C Q compact }

The gradient can be computed as a limit for an approximating sequence.

Proposition A.6 (Approximating ||Vul|(Q)). For any ueBV(Q) with [|[Vul[(Q) <
oo there exists (uy) C Lip, () such that

e u, —uinl! (Q),

loc
19wl = lim | [Fuix) = Jim [V (©)
n—oo Q n—oo
Proof. The statement can be found in [Miro3, p. 984]. O

We will also need the following result.

Theorem A.7 (lower semi-continuity). Suppose (w,,) C BV(Q), and we have con-
vergence w, — win L} (Q) asn — oo. Then

IVullg(Q) < liminf [[Va, [[4(€). (A.1)

The proof of Theorem A.7, see e.g. [VoL10, Theorem 2.38], does not require
any conditions on Q. In particular QO C M does not need to be compact.

We conclude the section with a definition of perimeter.

Definition A.8 (Caccioppoli sets). Let (X, 0, 1) be a good metric measure space, aris-
ing from a Riemannian manifold (M, g) of dimension d. Let E C M be a Hg-measurable
set. The perimeter of E in M is defined by

Py(E, Q) = [[Vxell(Q),

where xg : M — {0, 1} is the characteristic function of E. If the perimeter is finite, E is
called a Caccioppoli set with respect to Q.

This definition is compatible with our intuitive understanding of the perime-
ter as the (Hausdorff) measure of the boundary. Namely, by e.g., [Gru84, Ch. 1],
if E C M is a Borel set with C'-boundary E, then E is a Caccioppoli set with

Py(E,M) = H§~'(3E). (A.2)

29



A.2. T-convergence. [-convergence is a powerful tool from the calculus of vari-
ations in order to study convergence of minimizers. We will recall the most im-
portant definitions and properties of I'-convergence based on [Rin18, Ch. 13.1].

Definition A.9 (Abstract I'-Convergence). Let X be a complete metric space. The
functional Fo, : X — R U {400} is called (sequential) T-limit of the functionals Fy :
X — R U{+oo} (denoted by Foo :=T — klim F), k € N, if the following two conditions

are satisfied.

* For all sequences (w) C X the ” lim inf-inequality” holds

u=limu, = F,ul <liminfF|w] (A.3)

k—o0 k—oo
e For all u € X there exists as recovery sequence (w) C X such that

u=limw, ZFolu]=1lim Flul. (A.4)

k—oo k—oo

Remark A.xo. If the first condition in Definition A.9 is satisfied, then the second con-
dition can be altered to the so called ” lim sup-inequality”: For all u € X there exists a
sequence w, — win X as kK — oo such that

Foolu] > lim sup Fi[w]. (A.5)

k—oo

An important consequence of I'-convergence is that the limit functional 7, =
I'— lim Fy is lower semi-continuous, cf. [RIN18, Proposition 13.2]. Moreover, I'-

k—oo

convergence implies convergence of minima and the corresponding minimizers.
More specifically we have the following results.

Theorem A.11. Let X be a complete metric space. Consider a sequence of functionals
Fr: X = RU{+o0}, k € N, and assume that the T'-limit Foo =T — ]}im F exists.
—00

1. Assume that the functionals {F}xen are equicoercive, i.e. there exists a compact
set K C X such that il)’(lf Fr = il;(lf Fi forall k € N. Then, Fo, has a minimizer and

min F,, = lim inf F.
X k—oo X

In addition, all accumulation points of any precompact sequence (w) C X with
the property liminfy_, o, Fi[wi] = liminfy_, ., infx Fy are minimizers of F..

2. Without the assumption of equicoercivity, a minimizer for F., need not exist a
priori and we only have: If a sequence {u} C X of minimizers for {F} converges
tou € X, then w is a minimizer of F., and klim Frlw] = Foolul.

—.00

Proof. See e.g. [RiN18, Theorem 13.3] for the first statement and [Mop87, Propo-
sition 4] for the second statement. O
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Remark A.12. As noted in Remark 1.3, for our problem we can establish u, — u,
in L'(M) via a priori estimates on u, in H'(M) and the compact embedding
H'(M) — L'(M), which in fact yields the equicoercivity of our E,. |

B. CONICAL SINGULARITIES. D(Ap), D(An) VERSUS H? (M)

Definition B.1. A compact manifold with boundary and conical singularity P is
a metric space M = M U{P} where M, the reqular part, is a smooth manifold, equipped
with a Riemannian metric g, which admits a decomposition

M = C(N) Un X

into a compact Riemannian manifold X with disjoint boundary components N and OM
and an open truncated generalized cone C(N) over the closed manifold N. That is,
C(N) = (0,1] x N and the metric on C(N) takes the special ‘conical” form

9|€(N) = drz S5 ngN (T)) TE (O> ]]»

where gN(r) is a family of metrics on N which is smooth up to v = 0. The boundary
{1} x N of C(N) is glued to the boundary component N of X, and the metric on M is
defined by using the metric dym on M induced by g and setting, for Q € M,

d(P,Q) := g% dm((r,y), Q)  foranyy e N.

This means that the cone tip {P} corresponds to r = 0.° N is referred to as the
cross section of the conical singularity. See Figure 13 for an example with OM = ().
We also speak of M as a manifold with conical singularity P. In a similar way
we can admit several (finitely many) conical singularities.

Figure 13: Illustration of a manifold with a conical singularity.

For a surface M, where N = S', we define the angle of the conical singularity
as o« = lim, o & where ¢, is the length of S' with respect to ggi(r). If M is a

T

straight cone embedded in R® with the conical tip at P (i.e. M is a union of

6 See [Grr11] and [MWo4] for more details on conical singularities, in particular for the proof
that the intuitive notion of submanifold of R™ with conical singularity” satisfies this condition.
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straight segments starting at P, then gy is independent of 1), then ¢, is the length

of the intersection of M with a sphere of radius T around P, for small r. The

angle o also defines the opening angle in a representation of M as a subset of

the plane (see Figure 5(b)). For the elliptic cone (3.1) the intersection with a small

sphere is a convex curve contained in the open lower half sphere, so o < 27t
We want to show here that for « > 27t in spite of (2.6) generally

D(Ap) 2 {ue HZ(M) : tru = 0},

D(AN) 2{u e H2(M) : tro 0y 1 = O}, (B.1)

Let (A, wy)x be the set of eigenvalues and an orthonormal basis of corresponding
eigenfunctions of the Laplace Beltrami operator Ay of (N = S', gn). Consider
the minimal and maximal domains D(Apin), D(Amax) of the Laplacian, defined
exactly as in (2.1) with V replaced by A. Classical arguments, see also e.g.
some recent applications [MV12, Lemma 2.2] or [KLPo8], show that for each
w € D(Anax) there exist constants c)jf(w) for all A € [0,1), such that w admits a
partial asymptotic expansion as v — 0

w = Z ¢y (w) + ¢ (w) log(r)) - wy

+ Z < YA ey (w )_ﬁ)-wy\—i-a),
A€(0,1)

(B.2)

where @ € D(Anin). The domains D(Ap), D(An) are characterized by con-
ditions on the coefficients c¢i(w) that replace the usual boundary conditions:
w € D(Amax) is an element of D(Ap) or D(Ay) if and only if ¢, (w) = 0 for
all A, in addition to Dirichlet or Neumann boundary conditions at the regular
boundary, respectively. We can now give an example for (B.1).

Example B.2. Consider the conical singularity (r,0) € (0,1] x S' with metric
dr? + c?r?d6?, where ¢ > 1 and hence angle « = 27tc > 27t. Here dimM = m = 2.
Then (N, gn) = (S',c?d0?) with eigenvalues A given by k?/c? k € Z. Consider
a cutoff function ¢ € C*®[0,1] with ¢ = Tnearr = 0 and ¢ = Onear r = 1,
and the first non zero eigenvalue 1/c* with eigenfunction w 2. Then w(r,8) :=
mV¢w;,2(0)dp(r) lies in D(Ap) and D(An). However, 32w = r*¢w; . near
T = 0, which is not in [*(M, g) since the volume element is r drd0, and hence
w ¢ HZ(M).
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